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Abstract

Phonons in the crystalline phase of 2,2'-bithiophene (2T) are investigated
using the direct method combined with density functional theory (DFT)-
based total energy calculations. Phonon calculations are performed as a
function of the long range interactions and the displacement amplitude used
for calculating Hellmann—Feynman forces. For the first time, we show that
both these parameters are crucial in simulating accurately the experimental low-
frequency density-of-states of the 2T crystalline phase, obtained from inelastic
neutron scattering experiments. The DFT/direct method approach allows the
anharmonicity of phonons to be investigated. The anharmonic behaviour of
the low-frequency vibrational modes (below 300 cm™') as the high-frequency
vibrational modes at 685, 800 and 885 cm™! of the 2T crystalline phase is
clearly demonstrated. Except for these three latter high-frequency modes, a
harmonic behaviour is observed for the intramolecular modes. The calculation
of the multiphonon contribution predicts the appearance of a broad background
in the 600-1500 cm~! frequency range, as well as defined features around 950
and 1130 cm™!, in good agreement with the inelastic neutron scattering data.
Finally, low-frequency dispersion curves are given.

(Some figures in this article are in colour only in the electronic version)
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1. Introduction

In conjugated polymers based on thiophene groups, the presence of long range
delocalization of m-conjugated systems on neighbouring rings governs their optical and
conducting/semiconducting properties [1, 2]. Of particular interest are the phonons in the solid
state of these systems because these dynamics can promote or hinder the 7—7* overlap which
is directly correlated to the electronic transport. In polyheterocycles such as polythiophene
(polyaniline), the rotational degrees of freedom (librons) of the thienyl(phenyl)-ring couple to
the electrons via the electron—libron coupling, which is expected to play an important role in
the physics of these conjugated polymers [3-5]. In this context, we seek a clear understanding
of the low-frequency spectral region (external modes and librons) of conjugated polymers in
the crystalline phase.

2,2'-bithiophene (2T) is considered as the reference compound of conjugated polymers,
with the advantage of being experimentally stable under ambient conditions [6, 7]. The
experimental phonon density-of-states (DOS) of 2T in the crystalline phase has been measured
by inelastic neutron scattering (INS) at low temperature [8]. Ab initio simulations of the INS
spectrum of a 2T isolated molecule were performed by Degli Esposti et al [8, 9]. Good
agreement was found between experimental and calculated frequencies for the intramolecular
modes in the 300-1600 cm~' frequency range. Nevertheless, because the intermolecular
interactions were not taken into account in the calculations, the intensity of the experimental
INS spectrum was not accurately reproduced. Recently, ab initio simulations of the INS
spectrum of the 2T crystalline phase, including intermolecular interactions, were performed
and they have led to a better agreement with experimental intensity of the INS spectrum in the
intramolecular phonon range [10]. However, a number of computational parameters which
affect the convergence of the intermolecular force constants, and therefore the low-frequency
phonons (below 300 cm~'), were not investigated. Consequently, there is no accurate
experimental or theoretical assignment of the low-frequency modes of the 2T crystalline phase
in the literature.

Although density functional theory (DFT) [11] is considered nowadays as the standard
method for simulating the properties of solids from first principles [12—15], there are few
articles in the literature which simulate the INS low-frequency phonon spectra of large
molecules in the solid state. The main reasons arise from the high computational cost that
is required to obtain adequate numerical precision in such calculations.

In this work, we are primarily interested in simulating the low-frequency phonon dynamics
in the crystalline phase of 2T by first-principles calculations using DFT coupled to the direct
method. This approach allows intermolecular, long range interactions to be investigated using
the supercell method, and the dependence of vibrational modes on the magnitude of atomic
displacements used in the calculations of the Hellmann—Feynman forces to be probed.

This paper is organized as follows. In section 2, we describe in detail the computational
method for calculating vibrational INS spectra. Section 3 presents the results of our first-
principles calculations. We compare our calculated structural geometry relaxation on the 2T
crystalline phase and on the isolated molecule with x-ray diffraction experiment. Calculated
INS spectra, including multiphonon contributions, are compared to INS experiments. For the
discussion, the analysis of the low-frequency INS spectra has been separated from that of the
high-frequency ones. An evaluation of the anharmonicity of phonon modes is investigated.
Representation of the I'-point (q = 0) normal modes with their symmetry and dispersion
curves related to the low-frequencies of the 2T crystalline phase are given. In this section,
all simulation parameters are considered and their influence on the calculated INS spectrum
are investigated in detail. In this sense, the present paper is considered as a reference article
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in our future low-frequency INS simulations of conjugated oligomers in the crystalline phase.
Finally, section 4 concludes the paper.

2. Computational method

There are basically two methods for calculating vibrational INS spectra of crystalline solids
from first-principles: the linear response method [16] and the direct method [17]. The
main goal of these methods is the calculation of the dynamical matrix which represents
the fundamental quantity for understanding vibrational dynamics of materials. In the linear
response method, the dynamical matrix is obtained from the modification of the electronic
density, via the inverse dielectric matrix, resulting from the phonon displacement of atoms.
The dielectric matrix is calculated from the eigenfunctions and energy levels of the unperturbed
system. The dynamical matrix can be determined at any wavevector in the Brillouin zone, with
a computational effort comparable to a ground state optimization. Only linear effects, such
as harmonic phonons, are accessible with this technique. However, the computational cost
restricts the linear response method to systems containing only a few tens of atoms per unit
cell [18]. In the case of the direct method, there exist two variants. In the first variant,
the so-called frozen-phonon method, the dynamical matrix is calculated as a function of the
displacement amplitude in terms of the difference between the energies of the distorted and ideal
lattices. The second variant of the direct method uses the forces related to the displacements of
the atoms in a supercell calculated via the Hellmann—Feynman (HF) theorem to derive the force
constant matrix, and hence the dynamical matrix. The implementation of the direct method
is rather straightforward and allows the study of anharmonic force constants to any order.
However, strictly speaking, this method is restricted to wavevectors for which the phonon
displacement pattern is commensurate to the supercells used in the calculations. In reality, the
phonon calculation is converged if the supercell is large enough for the forces on atoms at the
cell boundary to be effectively zero when the atom in the centre of the supercell is displaced
from equilibrium.

2.1. Crystalline phase

Calculations of the vibrations in the crystalline phase of 2T were performed using the Vienna
ab initio simulation package (VASP) [19-21]. Exchange—correlation effects were handled
within the generalized gradient approximation (GGA) as proposed by Perdew, Burke and
Ernzerhof (PBE) [22]. The interaction between ions and electrons was described by the
projector augmented wave (PAW) method [23] in the real space representation. Generally,
the PAW potentials are more accurate than the ultrasoft pseudopotentials (US-PP) because
they reconstruct the exact valence wavefunction with all nodes in the core region. The energy
cutoff for plane-wave calculations was 280 eV. The unit cell of 2T [24] (n = 32 atoms) was
used as input in the optimization procedure of the structure (‘1-cell’ model). Only the atomic
coordinates were optimized to prevent unphysical expansion of the unit cell due to the lack
of long range dispersive interactions in DFT-based methods. In addition to this single unit
cell model, we have considered three supercells made by doubling the single unit cell (i) only
along the b crystallographic axis (‘2-cell’ model), (ii) along the b and a crystallographic
axis (‘4-cell’ model) and (iii) along the three crystallographic axes (‘8-cell’ model). These
supercells contain 2n, 4n, 8n atoms in boxes of size about 7.7 x 11.5 x 8.9, 15.5 x 11.5 x 8.9,
15.5x 11.5x 17.9 A3, for the 2-cell, 4-cell and 8-cell models respectively. In practice, we have
optimized the structure by using a fine integration grid on the atomic coordinates of the single
unit cell until the maximum residual force was less than 3 x 10~ eV A~!. The supercells were
built from the optimized single unit cell, followed by an additional optimization of the atom
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coordinates of each supercell. The Brillouin zone was sampled according to the Monkhorst—
Pack scheme [25] by using a 4 x 4 x 4 k-points grid for the single unit cell, while 4 x 2 x 4,
2 x 2 x4and2 x 2 x 2 k-points grids were used for the 2-cell, 4-cell and 8-cell models,
respectively. Both energy cutoff and k-points sampling were sufficient for convergence of the
calculated responses.

The normal modes of vibration were calculated in the harmonic approximation using
the direct method. From the optimized structure, each atom of the asymmetric unit was
displaced with an optimal magnitude of 0.05 A along the three Cartesian directions (see
section 3). Positive and negative displacements were used to minimize numerical errors related
to anharmonic effects. In these conditions, since there is a total of 8 atoms in the asymmetric
unit of 2T, 48 distorted structures are generated. The HF forces on the atoms of the asymmetric
unit in the supercells were obtained from a single point energy calculation on each perturbed
structure. Finally, these forces were given as input to the PHONON program [26] which
generates and diagonalizes the dynamical matrix for any point in reciprocal space using the
symmetry of the crystal structure. The dynamical matrix, and thus the DOS, was calculated
for 10 000 wavevectors chosen at random. The dynamical structure factor was calculated from
the DOS for a polycrystalline powder. Finally, the calculated spectrum was convoluted with
a Gaussian, with a full width at half maximum (FWHM) fixed at 2% of the energy transfer
(close to the instrument resolution in the INS experiment function [8]). The contribution of
multiphonons, up to five-phonon processes, in the INS spectrum was evaluated.

2.2. Isolated molecule

DFT calculations were also performed on a 2T isolated molecule by using the GAUSSIAN
package [27] with the PBE exchange—correlation functional and the 6-31G(d) basis set. Several
authors have shown that the absolute minimum of the torsion energy profile of a 2T molecule
has a trans-distorted conformation (also known as anti-gauche), with a torsion angle around
of 150° [28-30]. So, this geometry was used as input in the optimization procedure of the
molecule, and the relaxation was performed until the maximum of residual force was less than
3 x 107* eV A~!. The CLIMAX [31] program was used to calculate the INS spectrum of
the 2T molecule from the normal modes. Overtones and combinations were included in the
calculations.

In this work, since the identification of calculated modes by comparison with experiment
is unambiguous, we have not used a scale factor to correct mode frequencies in our simulations.

3. Results and discussion

3.1. Optimized geometry

2T (CgHgS») crystallizes in the monoclinic space group P2, (Cgh) with two molecules per
unit cell [24]. The experimental values of the lattice constants are a = 7.734 A, b=5729A,
¢ = 8.933 A and the monoclinic angle 8 is equal to 106.72°. The asymmetric unit of 2T is
composed of 8 atoms. Experimentally, the centrosymmetric molecule of 2T is planar and the
sulfur atoms adopt a frans configuration (see figure 1).

Table 1 summarizes the geometric parameters obtained after the atomic relaxation of the
2T isolated molecule and 2T crystalline phase. The atom labels and numbering of 2T relative to
table 1 are given in figure 2. Both for the crystalline phase and for the isolated molecule, DFT
calculations preserve the aromatic character of 2T. This is reflected by the C3—Cy4 calculated
single bond which is longer than the C,—C3 and C4—Cs calculated double bonds respectively
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Figure 1. Single crystal of 2T and crystal axis reference ~ Figure 2. 2T molecule with atom numbering scheme.

system. The molecule belongs to the Cop point group if the rings
are coplanar and to the C, point group if the rings are
twisted. When the rings are coplanar (crystal), the primed
atoms are related to the unprimed ones by an inversion
centre at the midpoint of the C,—C,/ bond.

Table 1. Optimized structural parameters of 2T for an isolated molecule and for the crystal. The
bond lengths are in angstroms, angles and the dihedral angles are in degrees.

Experimental®  Isolated molecule  Crystal®

Bonds

S1-C, 1.713 1.759 1.735
Cr-C3 1.432 1.389 1.392
C3-Cy 1.444 1.424 1.422
Cy4—Cs 1.357 1.378 1.382
Cs-S 1.698 1.736 1.715
Cr—Cy 1.448 1.449 1.445
Angles

S1-C—C3 112.5 110.0 110.3
Cr—-C3-Cy 108.0 113.6 113.0
C3-C4—Cs 114.9 112.9 112.5
Cy4—C5-S; 112.1 111.6 111.6
C5-S1-C; 92.5 92.0 92.6
S1—-Cr—Cy 121.2 120.6 120.8
C3-Co—Cy 126.4 129.4 128.9
Dihedral angles

S1-Cr—Cy =Sy 180.0 161.1 180.0
C3-Co—Cy—Cy  180.0 161.8 180.0

4 From x-ray diffraction on crystal [24].
" For the 8-cell model.

by 0.030 and 0.040 A for the crystalline phase, as well as 0.035 and 0.046 A for the 2T isolated
molecule. According to x-ray diffraction data, the C,—C3 calculated double bond is longer than
the C4—Cs one, which indicates that the two double bonds are inequivalent and the thiophene
ring is asymmetric. Reflecting the underestimated C,—C3; and C3—C4 calculated bond length
both in the crystalline phase and isolated molecule, the C,—C3;—C4 calculated angle is larger



7390 P Hermet et al

Experimental

Mcells

M /\ _ 4cells
M\—_/\/&elﬁ
Figure 3. Low-frequency

1 cell region of the INS spec-

e e e e e L s o e o e e B LA e trum of 2T with calcula-
40 60 80 100 120 140 160 180 200 220 240 260 280 300 320 ‘ions using different su-

-1 percells.  Experimental
Energy transfer (cm ) from [8].

Intensity (arb. units)

than the observed value by 4.6% for the crystalline phase and 5.2% for the isolated molecule.
Except for these latter parameters, the differences between the optimized and experimental
interatomic distances and angles are about 1-3% for both the crystalline phase and the isolated
molecule. Because the dihedral angle S;—C,—Cy—Sy  is respectively equal to 180° in the
crystal and to 161.1° in the isolated molecule, the intermolecular interactions due to the crystal
packing lead to a planar structure of the molecule. The distance C,—C,/, which represents the
inter-cycle distance, is very close to its experimental value.

3.2. Low-frequency region

Since long range intermolecular interactions play an important role in the low-frequency region,
one expects to observe major differences in the vibrational modes as a function of the supercell
size. In figure 3, we report the calculated INS spectra, in the low-frequency region (40—
320 cm™"), for different supercell sizes. The calculated INS spectra are compared with the
experimental INS spectrum [8]. We observe a poor agreement between the calculated and
experimental spectra for the 1-cell model, since not all long range intermolecular interactions
between atoms are included in the calculation. Increasing the supercell size leads to a much
better agreement between the calculated and experimental INS spectra. The 2-cell model
gives a significant improvement for the bands centred at 68 and 104 cm™!, whereas for the
4-cell and 8-cell models, the agreement is still better, with the doublet at 150 cm™! being
correctly reproduced. The intensity distribution from the 8-cell model is the closest to that
observed experimentally. As expected, this result demonstrates that the low-frequency modes
are very sensitive to the supercell size, and a good evaluation of the long range intermolecular
interactions are obtained for a 2 x 2 x 2 supercell.

Low-frequency phonon dynamics are especially sensitive to the molecular crystal packing.
The good agreement between the INS spectrum calculated for the 8-cell model and the
experimental INS spectrum therefore confirms the crystalline structure of 2T proposed by
Pelletier et al [24] (figure 3). Moreover, these results demonstrate that long range dispersive
interactions, that are absent in the DFT approach, can be compensated for by applying external
pressure, that is by fixing the unit cell parameters.
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We have also analysed the effect of the displacement amplitude, used for calculating the
HF forces, on the low-frequency INS response. Because the calculation time in DFT methods
scales with the third power of the number of atoms, we have performed these calculations
in the 4-cell model, which already shows a good agreement with the experimental spectrum,
rather than the 8-cell model. The calculations have been performed with different amplitudes
in the 0.03-0.08 A range (figure 4). We observe that the intensity of the low-frequency modes
depends significantly on the amplitude of displacement. Much attention should be paid to
preserve the linearity of the HF forces as a function of displacement amplitude. Indeed, for
displacements which are too small, the forces and numerical noise are of the same order
of magnitude, while for large displacements, the linear response theory breaks down. The
spectral profile is best reproduced by a displacement equal to 0.05 A, which reduces the effect
of numerical noise in the calculations. For still larger displacements, the equilibrium structure
is significantly perturbed and the quality of the calculated spectral profiles decreases.

The downshift of the different calculated modes with the increase of the displacement
amplitude reveals the strong anharmonicity of the low-frequency modes (figure 4). Recently,
the experimental anharmonicity of the A, and B, low-frequency modes has been inferred from
the temperature dependence of the infrared spectrum of the 2T crystalline phase [32].

Among all points of the Brillouin zone, the I"-point is of particular interest because only
these modes can be infrared or Raman active. As the structure of 2T is centrosymmetric (point
group symmetry Cp,), the normal modes at the I'-point are separated in infrared or Raman
active modes. In Raman spectroscopy only modes that transform under symmetry operations
as a quadratic form (modes A, and By) are active, whereas in infrared spectroscopy only
modes that transform as a vector (modes A, and B,) are active. In the low-frequency range,
the frequencies and symmetries of the I"-point normal modes are given in table 2, and their
representations are given in figure 5.

Monocrystals of 2T are not available so full dispersion curves cannot be measured. On
the basis of the agreement between calculated and experimental INS spectra, the calculated
dispersion curves, displayed in figure 9, provide a reasonable picture of the real dispersion
curves. This information could be used to calculate all the properties of the 2T crystalline
phase in which phonon—phonon and electron—phonon interactions play an important role.
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Figure 5. Representation of low-frequency I'-point normal modes of 2T.

Table 2. Low-frequency I'-point normal modes of 2T crystal with their multiplicity and symmetry.
The frequencies are in cm™".

Multiplicity ~ Frequency  Symmetry

37
58
66
67
71
79
84
96
99
101
116
132
133
138
149
265
278
290
294
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3.3. High-frequency region

The INS spectrum related to the intramolecular vibrational modes (above 300 cm ") of the 2T
crystalline phase has already been simulated by DFT-based methods [10]. Our calculations are
in good agreement with these latter results. In the present study, we focus especially on three
specific points: the supercell size effect and the anharmonicity evaluation of the intramolecular
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modes, as well as the multiphonon contributions to the experimental INS profile. Consequently,
our study completes the understanding of the experimental INS spectrum of the 2T crystalline
phase related to the high frequencies.

We compare in figure 6 the calculated INS spectra of 2T (isolated molecule and crystalline
phase) with the experimental INS spectrum [8]. In the 300-600 cm ™! frequency range, the
intensities of all vibrational modes are overestimated for the isolated molecule whereas a
general good agreement with the experimental intensities is obtained for the 2T crystalline
phase. Moreover, the position and intensity of intramolecular modes are insensitive to the
supercell size. As expected, these results confirm that the intermolecular interactions between
2T molecules in the crystalline phase contribute weakly to the high-frequency intramolecular
modes.

Our calculations fail to reproduce the doublet at 1075 and 1105 cm ™! (figure 6). This result
could be attributed to a limitation of the GGA functional used in our calculations. Indeed, the
same disagreement is found with the Perdew and Wang functional [10] (PW91, functional type
GGA), whereas Degli Esposti et al [9], by using the hybrid functional B3LYP, found a good
agreement with the experimental spectrum in this region. Hybrid functionals are not available
in VASP and it would clearly be interesting in the future to perform periodic DFT simulations
with the B3LYP or PBEO functional.

For small displacements, the numerical noise being negligible for the strong force constants
at high-frequency, the intensity of the intramolecular modes does not depend significantly on
the amplitude of displacements. Larger displacements used in the calculations give worse
agreement with the experimental spectrum (figure 7).

The calculated modes at 685, 800 and 885 cm™! present a downshift when the amplitude
of the displacement increases, which is an indication of their anharmonicity. Except for these
three latter modes, the other intramolecular vibrational modes reveal a harmonic behaviour
since their frequency positions are insensitive to the amplitude of displacement used (see
figure 7).

The broad contribution which appears in the 600-1500 cm~! frequency range of the
experimental INS spectrum is not clearly assigned in the literature (figure 8). Because
experiments have been performed at low temperature, only overtones and additive combination
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Figure 8. INS spectrum of 2T for one-, two- and five-phonon contributions. Inset: experimental
INS spectrum of 2T from [8].

bands contribute to the INS spectrum. We have calculated the multiphonon contributions by
taking into account high-order (two to five) phonon scattering processes. Thus, the broad
background in the 600—-1500 cm ™! frequency range is clearly due to multiphonon contributions
as are the well-defined features of the experimental spectrum which appear around 950 and
1130 cm™!.



Ab initio density-of-states of crystalline 2,2'-bithiophene 7395

T B A Y C E D

N

390
360 —
330 H

]
—_— Iy
]
I

.

9 %;k E g—\_/

T T T T T T T T T T Y—‘/Y—
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
Wavevector (A_1)

Figure 9. Low-frequency dispersion curves of 2T. The labels (top) denote the high-symmetry
points in the Brillouin zone for the monoclinic system.

4. Conclusions

In conclusion, the INS spectrum of 2T in the crystalline phase, including multiphonon
processes, has been calculated in a wide frequency range (40-1500 cm™!) by first-principles
calculations using DFT in combination with the direct method. The geometric parameters of
the relaxed atomic structure of 2T crystalline phase are found to be in very good agreement with
the experimental ones (at most 3% discrepancy). We have also calculated the low-frequency
phonons at the I'-point of the Brillouin zone with their normal mode representation and
symmetry. The excellent agreement with experimental data allows us to assign unambiguously
the origin of all the features (first-order and high-order processes) of this spectrum and to
predict the dispersion curves of 2T. We assign the broad background in the 6001500 cm ™!
frequency range to multiphonon contributions, as the well-defined features of the experimental
spectrum which appear around 950 and 1130 cm~!. The roles of the amplitude of the atomic
displacements, used in the calculations of the HF forces, and the size of the supercell on
the calculation of the low-frequency vibrational dynamics have been demonstrated. The
anharmonic behaviour of the low-frequency vibrational modes (below 300 cm™!) as the high-
frequency vibrational modes at 685, 800 and 885 cm ™! of 2T crystalline phase has been clearly
demonstrated. Except for these three latter high-frequency modes, a harmonic behaviour
has been observed for the intramolecular modes. These results, obtained at considerable
computational cost, also demonstrate that long range dispersive interactions, that are absent
in the DFT approach, can be compensated for by applying external pressure, that is, by fixing
the unit cell parameters.

Interest in the low-frequency spectrum also stems from the development of far-
infrared spectroscopy, making measurements of low-frequency molecular and lattice modes
commonplace. Calculations of infrared modes depend on the validity of the eigenmodes which
must be established by reproducing the INS spectrum. Using the calculated eigenmodes of
2T, simulations of the far-infrared spectrum, via methods based on Berry’s phase (also known
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as the modern theory of polarization in the literature [33]) for calculating the Born effective
charge tensors, are under investigations.

The computational strategy established in this paper will be extended to longer molecules
with a view to obtaining a fuller understanding of the structure and dynamics of polythiophenes.
In this context, simulations of INS and infrared spectra in crystalline phases of quater- and
sexi-thiophene are in progress.
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